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Abstract 

One way Analysis of Variance (ANOVA) is a hypothesis-testing technique used to test the 

equality of two or more population (or treatment) means by examining the variances of 

samples that are taken. The aims of hypothesis testing is to determine the likelihood that a 

population parameter, such as the mean, is likely to be true. Hypothesis testing or 

significance testing is a method for testing a claim or hypothesis about a parameter in a 

population, using data measured in a sample. In this method, we test some hypothesis by 

determining the likelihood that a sample statistic could have been selected, if the hypothesis 

regarding the population parameter were true. The method of hypothesis testing can be 

summarized in four steps. First is, to begin, we identify a hypothesis or claim that we feel 

should be tested. Second, select a criterion upon which we decide that the claim being tested 

is true or not. Third, select a random sample from the population and measure the sample 

mean. Finally, Compare what we observe in the sample to what we expect to observe if the 

claim we are testing is true I, concluded that, hypothesis is one of the fundamental tools for 

research in any kind of investigation. 
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Introduction: 

The research process begins and ends with the hypothesis. It is core to the entire procedure 

and, therefore, is of the utmost importance. A hypothesis is an educated guess, based on the 

probability of an outcome. Scientists formulate hypotheses after they understand all the 

current   research on their subject. Hypotheses specify the relationship between at least two 

variables, and are testable. For a hypothesis to function properly, other scientists must be able 

to reproduce the results that prove or disprove it. Two types of hypotheses exist: a null 

hypothesis, and a alternative hypothesis. In scientific research, there are a wide variety of 

different types of hypotheses that may need to be tested using the results of one or more 

experiments. In this paper, i shall formalize the procedure to be used in hypothesis testing. 

Although the procedure may seem a little rigid, it can be adopted for almost any situation.  

Hypothesis testing is equivalent to the geometrical concept of hypothesis negation. That is, if 

one wishes to prove that the hypothesis is true, one first assumes that it isn't true. In the case 

of hypothesis testing the hypothesis may never be proven; rather, it is decided that the model 

of no effects is unlikely enough that the opposite hypothesis, that of real effects, must be true. 

Four steps to hypothesis testing: 

The goal of hypothesis testing is to determine the likelihood that a population parameter, such 

as the mean, is likely to be true. In this section, I describe the four steps of hypothesis testing 

are as follows. 

Step 1: State the hypotheses.  

Step 2: Set the criteria for a decision.  
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Step 3: Compute the test statistic.  

Step 4: Make a decision. 

Step 1: State the hypotheses.  Begin by stating the value of a population mean in a null 

hypothesis or statistical hypothesis, which we presume is true. This is stated in the null 

hypothesis. The basis of the decision is to determine whether this assumption is likely to be 

true. “The null hypothesis (H0), stated as the null, is a statement about a population 

parameter, such as the population mean, that is assumed to be true. The null hypothesis is a 

starting point. In other words null hypothesis state that there is no significant difference or 

relation between more than two or two means .We can test whether the value stated in the 

null hypothesis is likely to be true”. 

It is worth mentioning here that, the only reason to testing the null hypothesis is because 

we think it is wrong. We state what we think is wrong about the null hypothesis in an 

alternative hypothesis. An alternative hypothesis (H1) is a statement that directly 

contradicts a null hypothesis by stating that that the actual value of a population parameter is 

less than, greater than, or not equal to the value stated in the null hypothesis. 

The alternative hypothesis states what we think is wrong about the null hypothesis, which is 

required for Step 2. 

Step 2: Set the criteria for a decision. To set the criteria for a decision, I state the level of 

significance for a test. The likelihood or level of significance is typically set at 5% in 

behavioral research studies. When the probability of obtaining a sample mean is less than 5% 

if the null hypothesis were true, then we conclude that the sample we selected is too unlikely 

and so we reject the null hypothesis. “Level of significance, or significance level, refers to a 

criterion of judgment upon which a decision is made regarding the value stated in a null 

hypothesis. The criterion is based on the probability of obtaining a statistic measured in a 

sample if the value stated in the null hypothesis were true”. In behavioral science, the 

criterion or level of significance is typically set at 5%. When the probability of obtaining a 

sample mean is less than 5% if the null hypothesis were true, then we reject the value stated 

in the null hypothesis. The alternative hypothesis establishes where to place the level of 

significance. Remember that we know that the sample mean will equal the population mean 

on average if the null hypothesis is true. All other possible values of the sample mean are 

normally distributed. The empirical rule tells us that at least 95% of all sample means fall 

within about 2 standard deviations (SD) of the population mean, meaning that there is less 

than a 5% probability of obtaining a sample mean that is beyond 2 SD from the population 

mean.  

Step 3: Compute the test statistic. I use a test statistic to determine this likelihood. 

Specifically, a test statistic tells us how far, or how many standard deviations, a sample mean 

is from the population mean. The larger the value of the test statistic, the further the distance, 

or number of standard deviations, a sample mean is from the population mean stated in the 

null hypothesis. The test statistic is a mathematical formula that allows researchers to 

determine the likelihood of obtaining sample outcomes if the null hypothesis were true. The 

value of the test statistic is used to make a decision regarding the null hypothesis.  

Step 4: Make a decision. I use the value of the test statistic to make a decision about the null 

hypothesis. The decision is based on the probability of obtaining a sample mean, given that 

the value stated in the null hypothesis is true. If the probability of obtaining a sample mean is 
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less than 5% when the null hypothesis is true, then the decision is to reject the null 

hypothesis. If the probability of obtaining a sample mean is greater than 5% when the null 

hypothesis is true, then the decision is to retain the null hypothesis. In sum, there are two 

decisions a researcher can make:  

1. Reject the null hypothesis. The sample mean is associated with a low probability of 

occurrence when the null hypothesis is true.  

2. Retain the null hypothesis. The sample mean is associated with a high probability of 

occurrence when the null hypothesis is true. 

The probability of obtaining a sample mean, given that the value stated in the null 

hypothesis is true, is stated by the p value. The p value is a probability: It varies between 0 

and 1 and can never be negative. In Step 2, we stated the criterion or probability of obtaining 

a sample mean at which point we will decide to reject the value stated in the null hypothesis, 

which is typically set at 5% in behavioral research. To make a decision, we compare the p 

value to the criterion we set in Step 2.”A p value is the probability of obtaining a sample 

outcome, given that the value stated in the null hypothesis is true. The p value for obtaining a 

sample outcome is compared to the level of significance Significance, or statistical 

significance, describes a decision made concerning a value stated in the null hypothesis. 

When the null hypothesis is rejected, we reach significance. When the null hypothesis is 

retained, we fail to reach significance.” 

When the p value is less than 5% (p < .05), I reject the null hypothesis. I will refer to p < .05 

as the criterion for deciding to reject the null hypothesis, although note that when p = .05, the 

decision is also to reject the null hypothesis. When the p value is greater than 5% (p > .05), 

we retain the null hypothesis. The decision to reject or retain the null hypothesis is called 

significance. When the p value is less than .05, we reach significance; the decision is to reject 

the null hypothesis. When the p value is greater than .05, we fail to reach significance; the 

decision is to retain the null hypothesis. 

Meanwhile, Analysis of Variance (ANOVA) is a hypothesis-testing technique used to test the 

equality of two or more population (or treatment) means by examining the variances of 

samples that are taken. ANOVA allows one to determine whether the differences between the 

samples are simply due to random error (sampling errors) or whether there are systematic 

treatment effects that cause the mean in one group to differ from the mean in another. Most of 

the time ANOVA is used to compare the equality of three or more means, however when the 

means from two samples are compared using ANOVA it is equivalent to using a t-test to 

compare the means of independent samples. ANOVA is based on comparing the variance (or 

variation) between the data samples to variation within each particular sample. If the between 

variation is much larger than the within variation, the means of different samples will not be 

equal. If the between and within variations are approximately the same size, then there will 

be no significant difference between sample means. 

Assumptions of ANOVA: 

(i) All populations involved follow a normal distribution. 

(ii) All populations have the same variance (or standard deviation). 

(iii) The samples are randomly selected and independent of one another. 

 

Finally, ANOVA assumes the populations involved follow a normal distribution, ANOVA 

falls into a category of hypothesis tests known as parametric tests. If the populations involved 

did not follow a normal distribution, an ANOVA test could not be used to examine the 
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equality of the sample means. Instead, one would have to use a non-parametric test (or 

distribution-free test), which is a more general form of hypothesis testing that does not rely 

on distributional assumptions. 
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